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ical Networking

Wide Area data access
Data and Networking

mmunication not static storage

protocol (like IP)

simple, limited, -- scalable --

o a deployment of LN tools
o 700+ TB hardware, fast networking
wins 2010 Internet 2 IDEA award



The Core:
BP. Depots and Exnodes

ited, distributed

3] eys — security ach block

effort (no advance reservation, etc)

info on files, permissions, owners, etc.

‘-

ble your file (like UNIX inode)

= For each data block:

- URLs

* IBP keys (read, write, manage)
* length, offset
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REDDnet Data Depot
Network POP

National Networks

1 Gbs
10 Gbs
20 Gbs
30 Gbs
10 or more Gbs Backbone




File Services

o Ices

Directories, Owner, 1

1Ssions, xttr

data placement policies
ow many replicas, where?
atch the data
= Block-level replication
= Maintain data integrity
* Check/repair holes/re-dispatch
= Maintain data placement policies



r: User Interfaces

d, standard client tools, GUMS, etc
Dnet service

ptimally access earest?) data copy

o Grid-secure, user certs GUMS, etc.

@ Site setup: Use just like dCache, for example



Ices Grid Security

secured with IBP keys
key to read the data

= access to data

ves data as usual
P keys stay in GridFTP backend

de mode
* Serves IBP Keys
= Small, fast transfer

* Authenticated, encrypted transfer
* Used by POSIX lib



aw Vs lodn gftp view

Distinguished Name for ID

.edu "ls /home/uscms0l/gram*11.log"
ver 2.8 (gcc6bd4dbg, 1217607445-63) [VDT patched 4.0.8]

13:51 /home/uscms0l/gram job mgr 30511.log

osgusers 32168 :02 /home/uscms0l/gram job mgr 14611.log

osgusers 284858 Mar

/home/uscms01l/gram job mgr 9311.log
- osgusers 128667 Apr /home/uscms01l/gram job mgr 8211.log
osgusers 127344 Feb 7 23:09 /home/uscms0l/gram job mgr 15211.log
2 .accre.vanderbilt.edu "ls /home/uscms01/"

bilt.edu GridFTP Server 3.19 (gcc6d4dbg, 1261034258-1) [Globus Toolkit 5.0.0] ready.

124822 cms 4096 Sep 3 12:34 logl
124822 cms 35 Jun 8 12:34 .lesshst
124822 cms 4096 Sep 3 12:35 bin
124822 cms 4096 Nov 25 14:28
124822 cms 4096 Sep 3 12:40 .

—————— 124822 cms 4096 May 29 18:22 .ssh

————— 124822 cms 2025 Apr 1 13:10 .bash history
124822 cms 4096 Jun 8 12:23 .emacs.d

— WS TR George 124822 cms 36770 Mar 26 15:30 gftp kill.log



REDDnet Grid Security

IBP DEPOTS

distributed data servers

) CMDs )
(IBP keys)

Secured Servers

] ]
: DATA metadata server — policy dispatcher '
' (IBPK '
: (18P keys) IBP keys IBP keys !
1 Y (firewall) (firewall) '
' LoRS | LoDN LoDN ' :Z)A1|:A |
1 ) ) ' IBP keys
' GridFTPIL GridFTPIL '
, serving data serving exnodes :

DATA IBP keys
(grid certs) (grid certs)
GridFTP | LoRS
ditxio
GridFTP Clients posix lib

POSIX-apps

Payload

(security mechanism)



-level augmentation

es over file replication

within block-level layer (IBP keys)
tries less costly

cement flexibility (s

e left on device)
emantics reside at higher layer

art, end, size, name

ystem semantics & services avoided

s remain in same directory, policy, etc.

o Owner, group, same

o The blocks are replicated, the file is “augmented”
o F.S. security (eg ) not used for augmentation



Readiness

on’t fail du

slow down
ptable performance hit for many scenarios
en noticeable for small enough holes



Datasets uploaded via gridftp

GridFTP Gateway

RS e . . . . the glabus 1oolkit
®S GridFTP

Data replicated geographically
and striped across multiple
ibp depots

Replication strategies
designed to match usage
patterns, More copies made
for data in greater demand,
e.g. commonly used
calibration data.

LI REDDnet data accessed transparently.

Users submit CMSWW/ROOT analysis jobs onto
the Grid or local cluster.



-

to set up

se for T3 test community
net mailing list
deploys/maintains

> Depo
oDN / Lstore File

distributed GridFTP&S
olkit for easy installation coming...

[ servers

sets up ROOT-based analysis

OOT, Fwlite, CMSSW

anual install 2 REDDnet libs

* Manually Adapt procedures, scripts.

* Library will added to CMSSW IO protocol suite
POSIX lib available for recompiling apps



to use It

s-url-copy, uberftp, srm-copy
tandard globus tools will work

= ROOT ‘plugin avail for download.
= Run data off of local or nearby depots.



e examples

.vanderbilt.edu/mydir/myfil

p se3.accre.v bilt.edu “Is /mydir”

-based analysis

y physical file name
:Open(“lors:/ /se3.accre.vanderbilt.edu/mydir

&)


file://localhost/private/tmp/myfile

Where to use it

aintains depots and Gateways

- Daniel.Engh@vanderbilt.edu

o We'll bring more info to CMS/OSG T3 regular mtgs









Fusion Astrophysics Particle Physics
Earth Systems  CompBio  SciViz

Pnet(tDF  Lstore/SRM stdio PHDF5> netCDF
POSIXI/0 LoDN ROMIO HDF5

L-Bone  LoRS

ExNode *

IBP

Local Access
Interface/Drivers

RAM  Disk  Tape...



nderbilt GridFTP/L Gateway
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BIVISTSPHEDEX monitors REDDnet

CMS PhEDEXx - Transfer Quality
132 Hours from 2010-02-26 09:00 to 2010-03-03 21:00 UTC

T1_US_FNAL_Buffer

TZ_FR_GRIF_LLR

.............................

T2_RU_SINP

T2_US_Florida

___________________________

T2_US Nebraska

T2_US_UCSD

2010-02-27 2010-02-28 2010-03-01 2010-03-02 2010-03-03

0%



BIVIS T PhHEDEX monitors REDDnet

CMS PhEDEXx - Transfer Rate
132 Hours from 2010-02-26 09:00 to 2010-03-03 21:00 UTC

HHAOAHHHHH I AR H P R H EH EHE HH A HHIAFH M HHA |
2010-02-27 2010-02-28 2010-03-01 2010-03-02 2010-03-03
Time

Transfer Rate [MB/s]

I T2_US_Florida | T2_US_UCSD [ T1_US_FNAL_Buffer W TZ_US_Nebraska 1 T2_RU_SINP
[ T2_FR_GRIF_LLR

Maximum: 169.38 MB/s, Minimum: 0.00 MB/s, Average: 100.55 MB/s, Current: 124.13 MB/s



